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## **1. Introduction**

But, as these systems get larger, they have some those things which make it annoying to find out the defects and remove them, even exhausting to the developers. Contrary to their expectations, using manual code review or utilizing bin/discrete Static Code Analysis techniques as an approach is only slightly effective in detecting a plethora of subtle faults and can at times be dangerous; however they waste development cycles. Recently, there has been the emergence of deep learning models like LLMs and they primarily aid programmers by assisting in the development process, code creation, or even bug detection. This scholarly work deals with a development of an AI-based system that can incorporate the usage of LLMs in searching and correcting bugs in software code on an over-arching quest of improving code quality, and by extension, productivity of developers.

### **1.1 Aim and Objectives**

The primary aim of this research project is to develop an AI-driven bug detection and resolution system using LLMs to assist developers in identifying and fixing bugs in software code. The specific objectives are as follows:

1. Search for a set of code samples covering a range of bug types is found in repositories that are freely available to the public.
2. Train the obtained LLM greater focus on the bug-related data collected from system logs to make it more suitable for bug identification and rectification purposes.
3. Create a paring model that will take code snippets as input, identify possible bugs from the input, and return corrected code.
4. Enhance the bug detection and resolution system to embed into a development environment which will be useful to a developer as a plugin.
5. Assess the capability and efficiency of the system by defining valid standards and employing practical examples to test its feasibility.

### **1.2 Research Question**

The primary research question guiding this project is: Can an AI-based system utilizing Large Language Models effectively detect and resolve bugs in software code, thereby improving code quality and developer productivity?

## **2. Background and Justification**

Due to an exponential expansion in the size and structure of software systems, the process of detecting and rectifying mistakes in a system has become cumbersome and tedious for application specialists. Incorporating a testing method designed to prey upon bugs is more optimal than typical bug detection methods, which include manual code inspections, static analysis, and penetration testing, which often yield suboptimal results by either missing or taking a long time to identify some of the most basic and subtle bugs.

The development of intelligent methods in the recent past has helped in incorporating innovative solutions to assist developers in the overall field of software engineering in general. One such advancement is the concept of Large Language Models or LLMs, which show a great deal of potential in the generation and comprehending of natural text that is as good as human authored text, including computer code. A large range of LLMs including mistral 7b, GPT-4, Codex etc have now demonstrated capabilities in terms of code completion, code summarization, and even bugs detection and their fixes.

In the domain of software engineering, some precedented researches have been dedicated to examine the possibility of LLMs. Sarkar et al. (2022) provided a detailed analysis and synthesis of the application of AI for programming based on their study on the perception of using AI in programming including both the opportunities and shortcomings encountered in implementing AI for programming. Based on their research, they recommend for the use of Artificial Intelligence programming aid to developers with an aim of increasing their productivity of work and the quality of code developed while at the same time, they point towards the correct approach to the development of these systems as being important towards the aimed effectiveness of such a non-trivial undertaking.

In their study, carried out in 2024, Taghavi and Feyzi prioritized and solely focused on the use of LLMs in identifying and managing software flaws and cyber security risks. LLMs can have practical application as it can show potential hazards that may exist in code and recommend how they should be mitigated to improve the overall security of the software. This shows that the benefits of LLMs are not restricted to the developers themselves, how they work, and their efficiency, but can also help to enhance the overall quality and security of the software applications generated.

In an empirical study, Yetiştiren et al. (2023) assess the code quality of AI-enhanced code automation tools as offered by GitHub Copilot AI Pair Gitpod ChatGPT and Amazon CodeWhisperer. It has been established by researchers that such tools as the four discussed in this paper may develop functionally correct code, there is still an issue of readability, maintainability and efficiency in the developed code. This illustrates the need to not only develop code but also to develop code that is as optimal as possible and in accordance with the appropriate standards.

In this particular case, it was found that though there is a developing literature about AI supported software engineering, there is still a gap in having a general system which can utilize LLMs in enhancing the detection and identification of bugs. Previous work has mainly worked towards assessing the effectiveness of LLMs on different levels or in the context of certain tasks, while the work that has been done to build an end-to-end system utilizing LLMs to aid the search process of developers in locating and correcting program bugs has not been conducted extensively.

To this end, this work proposes a novel approach of an AI-enabled bug detection and resolution feeding off LLMs for detection of bugs in code as well as offering corrected code. By utilizing LLMs in the SDLC, this system will have measurable benefits of enhancing the quality of the code produced and providing quicker detection and remediation of bugs, as well as increase developer efficiency and efficacy.

For this, the proposed system will use the logical and mathematical capabilities of state-of-art LLMs like Mistral 7b that are pretrained on abundant code and natural language data. These models will be further trained on a customized set of code snippets with different kinds of bugs and the correct versions of such code. Such fine-tuning is going to help LM generate specialized autodidacts that can focus on bug detection and resolution only which remarkably helps in identifying even the small bugs and correcting them and providing a proper code suggestion.

## **3. Proposed Artifact and Societal Impact**

The primary artifact resulting from this research project will be an AI-driven bug detection and resolution system that seamlessly integrates with popular development environments as a plugin. This system will leverage state-of-the-art LLMs like Mistral 7b to analyze code snippets provided by developers, identify potential bugs, and suggest corrected code as output.
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The proposed system will consist of several key components:

1. Data Collection and Preprocessing: The body of code samples will be diverse and collected from various programming languages and programming domains, originating from resources such as GitHub. Examples of these codes will be well documented providing detailed information about the existing bugs and the corrected versions. The data collected will then in turn need to go through preprocessing steps in order to clean it up and prepare it to be used to later train the LLMs.
2. LLM Fine-Tuning: The datasets to fine-tune the pre-trained LLMs will be a carefully selection of buggy and corrected code samples. At some point during these rounds, there will be fine-tuning, which will make the LLMs more specialized in the game of bug identification and fixing since they will be able to identify even the most complicated bugs as well as offer code suggestions. Therefore, fine tuning, which is the process of changing the parameters of the models and training the LLMs for the particular task using techniques such as transfer learning and domain adaptation, will be required.
3. Bug Detection and Resolution Pipeline: Cambridge is sure to build a strong pipeline to handle the received code sub-strings, analyze possible bugs with the help of fine-tuned LLMs, and generate fixed code options. This pipeline will cater for the flow of data beginning from the stage where the input code is received to the ultimate stage of coming up with the corrected code. That will involve code parsing, applying abstract syntax tree to do the analysis, and natural language processing to get the right understanding or manipulate the code.
4. Integration with Development Environments: Future bug detection and resolution will be developed as a premium plugin that smoothly fits major environments like Visual Studio Code. These two components will enable the developers to get access to the functionalities of the system without the need for shifting to other application screens or using other applications and tools by integrating into the developers’ integrated developmental environment. The idea of the plugin is to have an input box where the developer enters his/her code and gets the results of bug detection; he/she can also see the corrected code here.
5. Evaluation and Refinement: There will be a validation and optimization of the AI-based bug detection and its fixing performance by analyzing certain parameters like accuracy, precision, recall, and F1-score. To verify the effectiveness of the system at recognizing bug patterns and finding and fixing bugs, then the system will be run on a held-out dataset of code samples. In fact, the next step that has to be performed is the ongoing evaluation and adjustment of the system based on what has been learned throughout the process.

The adopted artifact for the proposed project will seek to appreciate the use of AI and LLMs in software engineering where the use of AI in coding will be promoted. This system would go a long way in assisting a developer in identifying the bugs that exist in the system and help come up with solutions to fix them saving a lot of time since fixing the bugs would be automated.

It could thus be seen that this research is relevant in several ways and is fit to impact society in various ways. In the first place, the enhancement of the quality of code and, consequently, the time and efforts necessary to detect bugs and eliminate them, which the developed system suggests, may contribute to the creation of more reliable and secure software applications. In contemporary society,Computerization of various goods and services and the development of software systems for critical industries has become a notable theme, thus; the need t enhance secuirty of the respective systems is of considerable importance. This system, which is effective in early identification and solving of bugs, offers an efficient means to contain the dangerous outcomes dependent on software vulnerabilities which include data leaks, system crashes, and cyber-attacks.

Besides the impact on the category of people that constitutes software developers and software organizations, the proposed system can imply more extensive societal impact. By contributing to the development of more secured and effectual software applications, this system will serve towards developing confidence and faith in new technology. Therefore, trustworthiness and reliability of the systems that are being developed and are being used become a critical component as the society reliefs on technology for basic needs such as healthcare, finance, and transportation. The successful implementation of the AI-based bug detection and automatic rectification system can go a long way helping in improving the sustainability, security, and dependability of digital systems; which in turn helps in making people more confident about using technology.

In addition, the presented R&D effort in the development of this AI-based system can also result in further progress in the area of AI-enhanced software engineering. These insights derived from this work may help create an avenue for future research and development of AI and LLMs in the field of software development. Of course, many tips can be given to other designers and developers of such systems, as well as the assessment results can be helpful in the future development of more effective AI-assisted coding tools.

The societal impact of this research project extends beyond the software development industry, as it can contribute to creating more secure, reliable, and inclusive digital solutions. The democratization of coding assistance, the economic benefits of reduced bug fixing costs, and the broader implications for building trust in digital technologies underscore the far-reaching impact of this research project. As such, this project represents a significant step forward in the field of AI-assisted software engineering, paving the way for more intelligent and efficient tools to support developers in their daily work and ultimately benefiting society as a whole.

## **4. Resources and Project Implementation**

To successfully implement the AI-driven bug detection and resolution system, a range of resources and a well-defined project plan are essential. This section outlines the necessary resources, including hardware, software, and datasets, as well as the key steps involved in the project implementation.

### **4.1 Resources**

1. Hardware:
   * High-performance computing systems: As to acquire and optimize the LLMs and to carry out the model inference, a high-end computing resource is necessary. This may include GPU clusters or cloud computing platforms that would be used in order to solve computational needs that arise whenever working with large - scale language models.
   * Storage systems: Sufficient memory space should be provided for storing source code datasets, initial data and models received after that, as well as for results of each stage of the work during the overall process of the project.
2. Software:
   * Programming languages: The project will mainly focus on developing algorithms and models in the field of AI and NLP, and Python is a language commonly used in this industry. Python has a vast array of libraries and frameworks that facilitate the creation of automata and intelligence systems.
   * AI frameworks and libraries: To engage with LLMs and put into practice the bug detection and resolution chain, famous AI structures and libraries including Tensor Flow, Py Torch, and Mmistral 7b shall be used. Such tools offer all the essentials required for the training, fine-tuning, and deployment of the LLMs.
   * Development environments: IDE like: Visual Studio Code will be utilized for writing the code, debugging and test the code as well. Such IDEs are useful in designing a fertile and efficient zone for putting into practice the multifaceted parts of the system.
   * Version control systems: Git will be used as a tool in order to manage different versions of the project and History & Timeline will be used as a tool for organizing the work of developers and co-ordinators. It will assist in observing the variations, administering and enhancing branches and also help coordinate work in teams all through the project.
3. Datasets:
   * Open-source code repositories: As a result of the fact that it is easier to obtain more data from various sources where developers share their code, open-source repositories that include GitHub will be used. These repositories actually store a HOUGE number of samples of actual code written from different programming languages and domains.
   * Bug datasets: Additional data that is already available and can be helpful includes existing bug datasets comprising of code examples, for instance, BugSwarm dataset and Defects4J dataset. These datasets correspond to a collection of buggy code and pairs of buggy and fixed code containing annotations that can be used to evaluate the bug detection and resolution system.

### **4.2 Project Implementation**

The project implementation will follow a structured approach, consisting of several key steps:

1. Data Collection and Preparation:
   * Code sample collection: It will be initially collecting a large-scale dataset of code samples which is available in the open-source repository. This will entail searching through these repositories to obtain code snippets, and further working on the above-mentioned criteria: languages used in the snippets, domains of the applications the snippets belong to, and the bugs targeted by the snippets.
   * Data annotation: These collected code samples will be manually analyzed and some of the bugs present in the code as well as the corrected version will also be noted. Regarding the process of annotation we anticipate that this will be done in conjunction with the developers who are experienced and have some software engineering background so that to make sure that the annotations are correct and accurate.
   * Data preprocessing: These will be pre-processed to drop, convert and rearrange them into proper format for analysis and modeling. Some such pre-processor actions may be to clear out non-essential commentaries in the code structure, format the code to provide a semblance of order in coding arrangement, and finally the division of data into the training set, the validation set and the test set.
2. Model Development and Training:
   * LLM selection and fine-tuning: A pre-trained LLM like Mistral 7b will be used in this work to form the basis of the bug detection and resolution system. After collecting and annotating proper data, the LLM will be trained on the collected and annotated dataset using transfer learning principles. This fine-tuning process will enable the model to become adapted for the specific task of bug detection and demise.
   * Hyperparameter tuning: Specific parameters of the LLM, to name learning rate, the size of the batches, as well as the number of the epoch of training will be fine-tuned. This shall involve running tools and testing of the model on a validation set with a view of determining the right hyperparameters to use.
   * Model training and validation: The fine-tuned LLM will thereafter be trained on the prepared data set using correct training techniques like mini-batch gradient descent. The autoencoding model will be regularly evaluated with respect to the validation set to observe the learning condition and consider potential overfitting/underfitting problems.
3. Bug Detection and Resolution Pipeline:
   * Pipeline design: An intricate pipeline will be laid down which will entail receiving input code snippets, passing them through the training of the LLM to detect bugs, and then give corrected code recommendations. This pipeline will involve numerous stages and sub-stages including the code parsing stage, abstract Syntax tree analysis stage and also natural language processing techniques stage.
   * Code parsing and representation: The input code snippets will be pre-processed to convert it into a convenient form such as Abstract Syntax Tree or list of tokens which can be easily feasible for the LLM. This representation will cover all the features of the code including their structural and semantic aspects.
   * Bug detection: The trained LLM will then scan through the translated code representation for errors as hinted by the Parse Tree. The model will then apply what it has learnt by identifying similarities and differences that may point at bugs such as syntax errors, contradicting logical sequences, or programmed securities threats.
   * Code correction: Moreover, when the bugs are found, the LLM will be able to produce the code corrections as the examples. This will entail feeding to the model the buggy code, and then using the generated language to suggest fixes or changes to it. The generated suggestions will target at addressing the bugs found as well ensuring that the functionality and style of code is not affected.

## **5. Conclusion**

This Pilot Study Report describes an AI based bug detection and resolution system which uses LLM technology to aid software developers Identify and fix bugs. In particular, the proposed system will eliminate the need for external tools and allow for the immediate detection and fixing of bugs, which will increase the overall quality of the code and reduce the time developers spend on this task. It will add to the existing literature about integrating AI in software development and show that LLMs can prove useful when it comes to solving diverse coding issues. As such, the outcome and the positive effect that it will inevitably have on society will be capable of significantly reshaping the overall software creation process and ultimately improving the existing environment.
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